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Reinforcement Learning

AGENT

ENVIRONMENT

Action At

Reward Rt+1

State St+1

State St

‚ Markov Decision Process (MDP,
Puterman, 2014)

1 Observe the state St

2 Perform an action At „ πAg
p¨|Stq

3 Transition to the next state
St`1 „ Pp¨|St ,Atq

4 Obtain reward
Rt`1 “ rpSt ,At , St`1q

‚ Goal: maximize the expected cumulative discounted reward (Sutton and Barto, 2018):

πAg P arg max
πPΠΘ

Jπ “ Eπ
«

ÿ

tPN
γtRt`1

ff

Π policy space
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Motivations and Problem

‚ The policy space Π defines the perception, actuation, and mapping capabilities of an
agent

‚ Research Question: How to identify the policy space of an agent by observing its
behavior πAg? Ñ Policy Space Identification (PSI)

‚ Applications
‚ Configurable MDPs (Metelli et al., 2018)
‚ Imitation Learning (Osa et al., 2018)
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Policy Spaces and Correctness

‚ Parametric policy space ΠΘ, with Θ Ă Rd

‚ Agent’s policy πAg P ΠΘ

‚ The agent controls (i.e., can change) dAg ă d
parameters

‚ I Ď t1, . . . , du subset of indexes

ΘI “ tθ P Θ : θi “ 0,@i P t1, . . . , duzI u

‚ IAg is correct for the agent’s policy πAg iff

πAg P ΠΘ
IAg

looooomooooon

sufficient

^ @i P IAg : πAg R ΠΘ
IAgztiu

loooooooooooooomoooooooooooooon

necessary

ΠΘ
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Hypothesis Tests

‚ Idea: perform hypothesis test for I Ď t1, ..., du

H0,I : πAg P ΠΘI
vs H1,I : πAg P ΠΘzΘI

‚ Dataset of samples tpSi ,Ai qu
n
i“1 collected with the agent’s policy πAg

‚ Likelihood of a parameter θ P Θ

pLpθq “
n
ź

i“1

πθpAi |Si q Lpθq “ Er pLpθqs

‚ Generalized likelihood ratio statistic (Casella and Berger, 2002)

ΛI “
supθPΘI

pLpθq
supθPΘ

pLpθq
ΛI » 0 Ñ reject H0,I

ΛI » 1 Ñ do not reject H0,I
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Combinatorial Identification Rule

‚ Combinatorial Identification Rule: retain all the approximately correct pI Ď t1, ..., du:

do not reject H0,pI
loooooooooomoooooooooon

sufficient

^ @i P pI : reject H0,pIztiu
loooooooooooomoooooooooooon

necessary

‚ Requires Op2dq tests! Ñ combinatorial

‚ Works under multiple representations of πAg

What if there exists a unique representation of πAg?
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Identifiability and Correctness

‚ ΠΘ is identifiable if

@θ1,θ P Θ πθ1p¨|sq “ πθp¨|sq a.s. ùñ θ1 “ θ

‚ We can reason on the parameters only!

‚ The only correct IAg for the agent’s policy πθAg is

IAg “

!

i P t1, . . . , du : θAg
i ‰ 0

)

ΠΘ
ΠΘ

IAg

ΠΘ
IAg\{i}

•π
Ag
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‚ The only correct IAg for the agent’s policy πθAg is
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Simplified Identification Rule

‚ Idea: perform hypothesis test for i P t1, ..., du

H0,i : θAg
i “ 0 vs H1,i : θAg

i ‰ 0

‚ Simplified Identification Rule: pI is the union of all i P t1, ..., du such that:

reject H0,i

‚ Requires Opdq tests! Ñ linear

‚ Works under identifiability only!



Introduction PSI in Fixed Environment PSI in Configurable Environments Environment Experiments Conclusions References

Simplified Identification Rule

‚ Idea: perform hypothesis test for i P t1, ..., du

H0,i : θAg
i “ 0 vs H1,i : θAg

i ‰ 0

‚ Simplified Identification Rule: pI is the union of all i P t1, ..., du such that:

reject H0,i

‚ Requires Opdq tests! Ñ linear

‚ Works under identifiability only!



Introduction PSI in Fixed Environment PSI in Configurable Environments Environment Experiments Conclusions References

Simplified Identification Rule

‚ Idea: perform hypothesis test for i P t1, ..., du

H0,i : θAg
i “ 0 vs H1,i : θAg

i ‰ 0

‚ Simplified Identification Rule: pI is the union of all i P t1, ..., du such that:

reject H0,i

‚ Requires Opdq tests! Ñ linear

‚ Works under identifiability only!



Introduction PSI in Fixed Environment PSI in Configurable Environments Environment Experiments Conclusions References

Simplified Identification Rule

‚ Idea: perform hypothesis test for i P t1, ..., du

H0,i : θAg
i “ 0 vs H1,i : θAg

i ‰ 0

‚ Simplified Identification Rule: pI is the union of all i P t1, ..., du such that:

reject H0,i

‚ Requires Opdq tests! Ñ linear

‚ Works under identifiability only!



Introduction PSI in Fixed Environment PSI in Configurable Environments Environment Experiments Conclusions References

Ambiguous Identification

What can we conclude when θi “ 0?

1 The agent does not control θi or...

2 ...the agent has consciously chosen to set θi “ 0

‚ Problem: How to distinguish between these two scenarios?

‚ Idea: change the environment to make the parameter “maximally important” Ñ
Configurable Environment (Metelli et al., 2018)
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Non-Configurable Environments

MDP (Puterman, 2014)
the environment is fixed and out of control

AGENT

ENVIRONMENT

Action At

Reward Rt+1

State St+1

State St
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Configurable Environments

Conf-MDP (Metelli et al., 2018)
the environment can be configured

AGENT
(policy π)

ENVIRONMENT
(configuration P )

Action At

Reward RConf,t+1

Reward RAg,t+1

State St+1

State St
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Performance of the Identification Rules
Discrete Grid world

‚ πθ linear in RBF features φ

‚ Agent observes a limited subset of φ

‚ Configure the initial state distribution

α “ Pr
´

Di R IAg : i P pI
¯

β “ Pr
´

Di P IAg : i R pI
¯
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Application to Imitation Learning
Discrete Grid world

‚ Maximum likelihood policy
estimation

´

n
ÿ

i“1

log πθpai |si q ` Regpθq

101 102 103
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Application to Conf-MDP
Minigolf

‚ A1 observes position x and
friction f

‚ A2 observes position x only

(i) random choice
(ii) optimal for A1

(iii) using identification rule
(iv) optimal for A2
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Discussion and Conclusions

Contributions

‚ Identification rules

‚ Environment configurability to improve identification

‚ Applications of policy space identification

Future Works

‚ Bayesian statistical tests

‚ Multi-agent systems
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Thank You for Your Attention!

Code: github.com/albertometelli/policy-space-identification

Contact: albertomaria.metelli@polimi.it

https://github.com/albertometelli/policy-space-identification
mailto:albertomaria.metelli@polimi.it
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